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Vernis McGill

From: Cindi Barela Graham <Cindi@grahamfamlaw.com>
Sent: Friday, August 16, 2024 9:14 AM
To: Zamen, Shiva; adawson@beckredden.com; Babcock, Chip; Bill Boyce (bboyce@adjtlaw.com); Charles 

R. Watson, Jr. (watsons@gtlaw.com); Chris Porter; Christy Amuny; Connie Pfeiffer; Elaine Carlson 
( ; errodriguez@atlashall.com; Ana Estevez; evansdavidl; 
fuller@namanhowell.com; Giana Ortiz; Harvey Brown; Jack P. Carroll; Jaclyn Daumerie; Jane Bland; 
Jerry Bullard; John Kim (jhk@thekimlawfirm.com); John Warren; jperduejr@perdueandkidd.com; 
Judge Emily Miskel; Judge Maria Salas-Mendoza; Nicholas Chu; Judge Robert Schaffer; Justice David 
Keltner; Justice John G. Browning; Kennon Wooten; Kent Sullivan  kvoth 

; Lamont Jefferson (LJefferson@JeffersonCano.com); lhoffman@central.uh.edu; 
lisa@kuhnhobbs.com; Macey Reasoner-Stokes; Martha Newton; mgreer@adjtlaw.com; Michael A. 
Hatchell (Mike.Hatchell@haynesboone.com); Nathan Hecht; Peter Kelly; pschenkkan@gdhm.com; 
Quentin Smith; rhardin@rustyhardin.com; rhughes@adamsgraham.com; ; 
Phillips, Richard B.; richard@ondafamilylaw.com; robert.l.levy@exxonmobil.com; Sharena Gilliland; 
Sian Schilhab; Tom Riney; Tom Gray; Tracy Christopher; Vernis McGill; wdorsane@mail.smu.edu

Cc: Amy Starnes; April Faith-Slaker; Bonnie Brown; Cristina Zuniga; Dee Dee Jones; Kathryn Miller; 
lriley@rustyhardin.com; Lisa Verm; Megan LaVoie; peguesg@gtlaw.com; Sarah Mae Jennings; Sharon 
Tabbert; Tiffany Jones; Zachary Levick

Subject: Summary feature in Adobe

CAUTION: This email originated from outside of the Texas Judicial Branch email system.  
DO NOT click links or open attachments unless you expect them from the sender and know the content is safe. 

Dear all, 
 
Please see the attached summary of the memo sent to our Board by Richard Orsinger earlier this week.  While reviewing 
this memo, I noticed on Adobe that there is an AI summary button (on my Adobe page to the right.)  This is the 
Summary.   
 
Richard asked that I share this with you. 
 
Truly, 
 
Cindi Barela Graham 

Law Office of Cynthia Barela Graham, PLLC 

Attorney at Law 

P.O. Box 9314 
Amarillo, Texas  79105 
Ph: (806)345-3150 
Fax: (806)345-3150 
Email: graham@grahamfamlaw.com 
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Please cc my staff on all documents filed and/or communication sent to me.  All emails 
should be cc to: graham@grahamfamlaw.com. 
  
IMPORTANT/CONFIDENTIAL: This message contains information which may be privileged, confidential, 
and exempt from disclosure under applicable law. If the reader of this message is not the intended recipient or 
the employee, or agent responsible  for delivering the message to the intended recipient, you are hereby notified 
that any dissemination, distribution, or copying of this communication is strictly prohibited. If you have 
received this communication in error, please notify us immediately at our telephone number 806-345-3150. 
  
NOT AN E-SIGNATURE: No portion of this email is an "electronic signature" and neither the author nor any 
client thereof will be bound by this e-mail unless expressly designated by the author as approved by the author’s 
client as binding. 
 
 
 



The 5 most important points mentioned in the document are explicitly stated as follows: 

1. Constitutional Open Court Requirement: 
o Courts must ensure meaningful public access to proceedings. 
o Limiting visibility or accessibility of live streamed proceedings may lead to 

serious consequences.  
o Rules must be carefully crafted to avoid violating the public right of access to 

open court proceedings.  
2. Differentiation of Proceedings: 

o TRCP 18c should be revised to address remote, in-person, and hybrid 
proceedings separately.  

o Separate rules are needed for court recordings, live-streaming, and third-party 
involvement.  

o Issues and priorities vary for each category of digital recording. 
3. Protection of Sensitive Information: 

o Public broadcast and livestream should safeguard sensitive court information.  
o Lack of protections can lead to long-term trauma and financial consequences. 
o Careful consideration is crucial due to potential online abuse and security 

risks. 
4. Monetization of Broadcasting: 

o Judges are prohibited from benefiting financially from court proceedings. 
o Existing Judicial Code of Conduct covers financial benefits from broadcast or 

streaming.  
o Further research is needed to assess risks and enforceability. 

5. Retention Policies: 
o Specific rules on retention of video recordings may not necessarily improve the 

system. 
o Retention policies should be unique to each court. 
o Concerns exist regarding long-term posting of court proceedings online and 

should be addressed through clear rules.  
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General Recommendations

1.

Artificial intelligence (AI) is a rapidly emerging and potentially disruptive technology that presents 
attorneys and judges with risks and opportunities. The Taskforce for Responsible AI in the Law 
(TRAIL) recommends the following actions to facilitate the successful integration of AI into the 
practice of law in Texas:

Operational Recommendations

The State Bar Board of Directors should form a task force for the 2024–25 fiscal year to continue 
studying AI’s effect on the practice of law in Texas and to implement the TRAIL recommendations 
outlined here.

2. The 2024–25 State Bar Committee Review Task Force should form a new standing
committee on emerging technology.
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Background
In 2023, under the leadership of State Bar President Cindy Tisdale, the State Bar of Texas formed TRAIL 
to address the growing impact of AI on the legal profession. TRAIL worked to identify ways that the 
emergence of new AI technology might affect the practice of law and how lawyers, judges, and the State 
Bar should respond. The work of TRAIL focuses on crafting guidelines, navigating challenges, and 
embracing the potential of AI within the legal profession. As the discussion progressed, TRAIL 
recognized that it is important to distinguish between AI that has already been integrated into technology 
for many years in such applications as autocorrect, text editors, search algorithms, and chatbots and AI 
that specifically includes models that create new, original content such as text, images, or music based 
on the data they have been trained on. TRAIL has focused its efforts primarily on the potential effects of 
generative AI on the legal profession, although this report refers more generally to AI, consistent with its 
initial charge upon formation. Many future AI systems will consist of a variety of computational tools, 
from rules-driven AI, databases, and knowledge graphs to machine learning and generative AI tools.

TRAIL envisions a future where the integration of AI in the legal profession is innovative, intentional, and 
principled. Striving to lead the way in Texas and beyond, TRAIL's focus is on crafting standards and 
guidelines that enhance legal practice through the implementation and incorporation of AI tools, without 
sacrificing the core values of justice, fairness, and trust. To this end, TRAIL focused on educating Texas 
legal practitioners and judges about the benefits and risks of AI and fostering the ethical integration of AI 
within the legal profession. The mission of TRAIL was to explore the uncharted frontiers of AI in the legal 
profession, approaching this new world with caution and optimism and ensuring that technology serves 
the legal community and the public without compromising the profession’s central values. TRAIL 
investigated how legal practitioners can leverage AI responsibly to enhance equitable delivery of legal 
representation in Texas while upholding the integrity of the legal system and strove to make 
recommendations to the State Bar’s Board of Directors consistent with this goal.

This report represents an initial step in understanding the integration of AI within the legal profession. 
This report identifies the areas in which AI is already changing the practice of law and outlines 
recommended steps as this technology evolves. These recommendations are broad, reflecting the way 
that AI has touched nearly every area of legal practice. These recommendations also include some 
manageable steps that can be accomplished in short order along with some ongoing initiatives and 
aspirational goals. Integrating AI into the practice of law in a responsible way is a long-term objective, 
and as AI continues to develop, these action items and continued work by the State Bar will help 
practitioners responsibly and ethically adapt and evolve.
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AI Summit. TRAIL held a summit in Austin at the Texas Law Center on February 26, 2024, inviting 
stakeholders from across the legal community. Members of TRAIL moderated sessions on several 
issues identified by TRAIL as important to lawyers in addressing the risks and opportunities 
presented by AI. Topics included ethical use of AI; addressing AI through legal education; 
cybersecurity and privacy concerns; use of AI in the courtroom; and AI and access to justice. The 
group of approximately 40 attendees included TRAIL’s Supreme Court liaison Justice Debra Lehrmann 
and State Bar Executive Director Trey Apffel. The discussion included consideration of TRAIL’s 
preliminary recommendations in its interim report. A report summarizing the discussion that took 
place during the summit and the recommendations made by the participants is included as Appendix 
A.

Ethics Opinion. On behalf of TRAIL, Chair John Browning submitted a request for an ethics opinion 
to the Professional Ethics Committee. The request sought guidance on applying Texas Disciplinary 
Rules of Professional Conduct to the use of AI, including the lawyer’s:

duty to provide competent representation (tech competence),

duty of confidentiality,

duty to safeguard client communications and property,

duty of supervision (both to other lawyers and to nonlawyer or virtual assistants),

duty of candor to the tribunal, and

duty to charge a reasonable fee.

Request to Modify the MCLE Rules. Browning also recommended to the State Bar of Texas 
MCLE Committee that it consider mandating one hour per year of technology-related CLE.

Accomplishments
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AI Survey. At TRAIL’s request, the State Bar of Texas Department of Research and Analysis 
conducted a survey to gather information on Texas attorneys’ attitudes toward AI and how they are 
using AI in the workplace. The population of the survey was a stratified random sample of 20,000 
Texas attorneys, based on metropolitan statistical areas. With 651 respondents, there is a margin of 
error of ± 4%.

A summary of the results of the survey is included as Appendix B. Some important findings from the 
survey include:

Although a minority of Texas attorneys currently use AI in their practice, most attorneys believe that 
AI will have a major impact on the practice of law.
Use of AI is more concentrated in large firms than in small firms or solo practices.
The primary reasons attorneys gave for not using AI in their practices were cybersecurity concerns, 
ethical concerns, and not knowing how to use it.
Only 5% of survey respondents stated that they have no concerns about the use of AI in the practice 
of law. Concerns about privacy and the ethical use of AI were identified by over 60% of 
respondents.
Over 70% of respondents favored requiring CLE training in the ethical use of AI.

Please Note: The sample was randomly stratified based on Texas metropolitan statistical areas. The 
margin or error is accurate for this sample as a whole. While a greater percentage of attorneys with 
more years of experience responded to the survey, which indicates some level of response bias, there 
were no significant differences in the responses regarding AI concerns or regulations in the 
population, so weighting was not necessary for this sample.

Accomplishments Continued
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Substantive Recommendations

TRAIL recommends that the 2024–25 task force on AI begin implementing the following:

  Best Practices. Develop guidelines for the responsible and ethical use of AI, including 
  guidelines for how to identify when AI uses confidential information or personal data and for 
protecting confidential information and personal data.

2.   Educational Outreach
Self-service Presentation. Develop a self-service presentation (slide deck) covering practical use 
cases and examples of responsible uses of AI, made available to State Bar members, and 
presented at each bar section meeting at least once in 2024 and 2025. To incentivize participation, 
TRAIL suggests offering CLE credits to attendees.
Toolkit. Create an AI toolkit that can be distributed through the State Bar’s website.
List of Social Media Resources. Compile a list of reputable groups and associated social media 
accounts on LinkedIn and Facebook so that bar members can continue to learn about AI in bite-
size amounts over the next few years.
Collaboration with Legal Education Institutions. Collaborate with law school deans and law 
professors to create practical law courses focused on using AI, thereby enhancing the practical 
aspects of legal education with AI technology.
Direct-to-Consumer AI Tools. Develop strategies for ensuring that direct-to-consumer legal AI 
tools reliably provide accurate information that is usable and effective in helping solve legal 
problems.
Tools for Self-represented Litigants. Consider developing tools to guide the constructive use of AI 
for self-represented litigants.
Evaluation. Compile resources for organizations developing AI tools for legal services about the 
testing, evaluation, validation, and verification of AI tools and conducting impact assessments 
(such as the National Institute of Standards and Technology Risk Management Framework and 
related resources).

Taskforce Recommendations
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Substantive Recommendations Continued

3.   Ongoing Study. Undertake ongoing review and study of AI-related issues to stay abreast of the 
       rapid evolution and advanced rate of adoption within the legal profession. Opportunities for 
       ongoing study include:

Polling the Judiciary. Poll members of the judiciary to gain insight into how AI is being used by and 
in the courts and measure the comfort and concern levels of its members.
AI Use Case Studies. Identify examples of Texas lawyers and judges applying AI to their work and 
draft case studies.
Annual Review of AI Issues. Annually review AI usage by Texas lawyers and its risks.
AI Response in Other States. Continually review other state and national legal organizations’ 
reviews and recommendations regarding AI and the legal profession.
Monitor Legislation Related to AI. Review state and federal laws regarding AI and advise Texas 
lawyers of any changes that would or could affect the practice of law.
Healthcare-related Issues. Engage with chief legal officers (CLOs), chief information officers 
(CIOs), chief privacy officers (CPOs), chief information security officers (CISOs), and risk 
management professionals to understand their perspectives on AI use in healthcare.
Employment-related Issues. Lawyers deal with employment-related issues and are often 
employers themselves. Engage the State Bar of Texas Labor and Employment Law Section to 
publish a list of all legislation and regulations in this area that practitioners should be aware of.
Dispute Resolution. Explore the potential for AI technology to help with dispute resolution and 
dispute avoidance.
Support for Texas Legal Aid Providers. Generate ideas for supporting Texas legal aid providers as 
they build out their own legal AI tools.
Access to AI Tools. Develop recommendations for how to ensure self-help legal AI tools are 
accessible to people who may have limited internet access or low proficiency in using computers 
and mobile devices or who are non-English speakers.
Low-cost Access to AI Tools. Address the potential for unequal access to AI technology; that is, 
legal aid providers will be shut out of access to expensive AI tools that may be accessible to only 
large firms and corporations. Encourage legal technology vendors to provide low-cost access to 
such tools.
AI and Innovative Legal Services. Explore ideas for innovative legal services platforms based on 
AI.

4.   Cooperation with the Information Security Community. Consider cooperation between 
       the State Bar and the Chief Information Security Officer (CISO) community to learn more about 
       their perspective on cybercriminals’ use of AI.

Taskforce Recommendations
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Substantive Recommendations Continued

TRAIL recommends that the State Bar of Texas, either through the work of the task force or through 
the committees or departments of the bar, as appropriate, implement the following:

5.   Review of Texas Rule of Civil Procedure 13. The Supreme Court of Texas Rules Advisory 
       Committee and the State Bar of Texas Court Rules Committee should explore Texas Rules of 
       Civil Procedure 13, “Effect of Signing Pleadings, Motions and Other Papers; Sanctions,” and 
       evaluate whether additional language or guidance is necessary for Texas lawyers and self- 
       represented litigants regarding the need to verify the accuracy of all filings and an obligation to 
       avoid AI-generated misinformation or hallucinations, as well as to provide Texas judges with 
       adequate remedies regarding the same.

6.   Rules of Evidence. The Rules Advisory Committee and Court Rules Committee should also 
       address whether changes to the Texas Rules of Evidence are needed to address deep fakes and 
       AI-manipulated evidence.

7.   Annual AI Summit. Hold an annual or semiannual AI summit, at which stakeholders from 
       multiple State Bar–affiliated entities gather to discuss AI and share best practices regarding its 
       use. Such an event might also involve reviewing the work of other state bars and AI task forces 
       around the country and sharing information.

8.   Bar Magazine Articles. To ensure that information reaches every member of the bar 
       community, create concise one- or two-page articles that cover practical use cases, examples of 
       responsible uses of AI, and information on cybersecurity to be disseminated through the State 
       Bar’s email newsletters and magazines, specifically tailored to cater to a less technical audience. 
       The aim is to provide accessible and digestible insights into the world of AI and its relevance to 
       legal practice.

9.   Business Mentor Program. To bridge the gap between tech-forward lawyers and those 
       seeking guidance, implement a business mentor program for bar members. Experienced lawyers 
       well-versed in technology can mentor less technologically sophisticated lawyers, sharing ideas 
       on how to incorporate tech into their practice. This could be designed in coordination with 
       supporting retiring lawyers who want to transition their practice to the next generation of 
       attorneys.

10. Scholarship Fund for Upskilling. Offer discounts on AI tools to mitigate the costs that 
       attorneys may expend in upskilling their practices.

11. Practice-specific Education: Offer CLE programs for lawyers and judges to understand how 
       healthcare providers, device manufacturers, insurers, employers, etc. are currently using AI tools. 
       This understanding is crucial for protecting individuals, patients, and workers' privacy and other 
       rights.

Taskforce Recommendations
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Substantive Recommendations Continued

12. CLE Training. Include cybersecurity and AI training in CLE events.

13. Mandatory Continuing Legal Education (MCLE) on AI. Mandate that Texas lawyers 
       attend CLE courses about the ethical and practical uses of AI for lawyers in the first five years 
       following passage of the bar exam.

14. Cooperation with AI Vendors. Begin exploring a working relationship with AI vendors for 
        potential use by Texas lawyers, similar to the State Bar’s access to Fastcase.

15. Information for Self-represented Litigants. Post information for the public about the 
        responsible use of and risks of misuse of AI by self-represented litigants.

Judicial Initiatives

TRAIL has identified opportunities for the judiciary to facilitate the responsible integration of AI into 
the courts.

1.   Judicial Education Program. The Texas Center for the Judiciary should create and offer an 
       educational program on AI and its ethical dimensions for Texas judges. This would educate trial 
       and appellate judges on attorney use of generative AI and measures for judicial oversight.

2.   Mandatory Course on AI for Recent Graduates. The Supreme Court of Texas should 
       consider amending its mandatory professionalism course for recent law school graduates, to 
       include a segment on the benefits and risks of generative AI.

3.   Best Practices. The Supreme Court of Texas should consider developing a list of best 
       practices for the use of AI in the courts.

Paralegal Initiatives

Recognizing the vital role paralegals play in the legal ecosystem, TRAIL identified opportunities for 
facilitating their use of AI.

1.   MCLE Requirements. The State Bar of Texas Paralegal Division should mandate that one 
       hour of a paralegal’s annual CLE requirement be in technology.

2.   Paralegal Empowerment. The State Bar should dedicate a one-page article in the Texas Bar 
       Journal and the Texas Paralegal Journal to addressing the unique perspectives and 
       responsibilities of paralegals and the integration of AI in their daily tasks.

Taskforce Recommendations
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This report to the Board of Directors details TRAIL’s work, including its findings, recommendations, 
and proposed future activities.

Scope and Limitations

The recommendations outlined in this report represent the consensus of TRAIL after its research 
and discussion during the 2023–24 fiscal year. The recommendations comprise a broad list of ideas, 
many of which will require additional research and planning either by a future task force or (more 
likely) a more permanent standing committee. The topic of AI has attracted the attention of the 
media, academia, and government. It is a broad issue with implications for almost every facet of 
society. TRAIL's attention, however, is limited to consideration of the ramifications of AI, with an 
emphasis on generative AI, for the practice of law.

Conclusions

AI has arrived in the legal community, promising to change the way attorneys practice law. TRAIL’s 
work since its formation has highlighted some of the areas for further study and research necessary 
to fully understand how AI will impact the legal community.

Above all, the recommendations reflect that AI is developing rapidly, and continued guidance, 
recommendations, and scholarship are necessary to help the legal community stay abreast of the 
developments of new technologies. Even as of the date of this writing, releases of new models with 
new capabilities have opened the door to more possibilities.

TRAIL acknowledges that the recommendations represent an initial step in understanding AI and 
integrating it into the legal profession. Much further research, collaboration, and planning will be 
necessary to implement these recommendations effectively.

TRAIL has laid a foundation for addressing the impact of AI on the legal profession in Texas. The 
recommendations put forth in this report serve as a road map for the State Bar of Texas to navigate 
the challenges and embrace the potential of AI while upholding the integrity of the legal system. As 
AI continues to evolve rapidly, ongoing efforts by the State Bar, in collaboration with key 
stakeholders, will be crucial in ensuring that the transformative power of AI is harnessed responsibly 
to enhance legal practice and serve the public interest.

Purpose of the Report
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Taskforce for Responsible AI in the Law 
Report on the 2024 Texas AI and Law Summit 

February 26, 2024, Texas Law Center, Austin, Texas 

Moderators: 

John Browning, Chair TRAIL 
Hon. Xavier Rodriguez*1 

Hon. Roy Ferguson * 
Lisa Angelo* 

Reginald Hirsch* 
Peter Vogel* 

Joshua Weaver* 

Attendees: 

Senior Justice Debra Lehrmann 
SBOT President Cindy Tisdale 

SBOT Executive Director Trey Apffel 
Hedy Bower 

Seth J. Chandler 
Matt Cordon 

Megan Goor-Peters* 
Nina Hess Hsu 

Heather Hughes* 
Greg Ivy 

Virginia Izaguirre 
Lyndsay Jackson 
Casey Kennedy 

Prof. Randall Kelso 
Sharon Kolbet 
KaLyn Laney 

Sarah Keathley 
Dan Linna* 

Megan LaVoie 

Trish McAllister 
Emily Miller 

Joncilee Miller 
James McQuiggan 

Allison Neal 
Zoe Niesel 

Kent Ninomiya 
Elizabeth Rogers* 
Sharon Sandle* 
Greg Sampson 

Jacqueline Schafer 
Jonathan Smaby 
Betty Balli Torres 

Jeffrey Tsunekawa 
Mark Unger 

Jessica Vittorio 
Jonathan Vickery 

Seana Willing 
Daniel Wison* 

1 ** Indicates a member of the Taskforce for Responsible AI in the Law  

Appendix A
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Recommendations 
The Artificial Intelligence (“AI”) Summit Attendees’ discussion resulted in the following 
recommendations: 

• TRAIL should request a formal ethics opinion on the use of AI and generative AI by lawyers, 
including when it can be used and how to bill for its use. As a result of the discussion during 
the Summit, TRAIL Chair John Browning sent a request to the Professional Ethics 
Committee requesting an ethics opinion and has received a letter confirming that the PEC is 
working on preparing an ethics opinion in response to the request 

• For attorneys using AI, Texas Rule of Civil Procedure 13 places the burden of proof on the 
filer to ensure they understand what they are doing, while Chapters 9 and 10 of the Texas 
Civil Practice & Remedies Code (“CPRC”) require reasonable diligence from the filer. The 
Supreme Court's Rules Committee should clarify the rules without being specific to AI and 
generative AI. 

• The State Bar should educate lawyers and judges about the responsible use of AI and 
generative AI. This should include educational materials for judges, training on metadata, 
CLEs on prompting, data privacy, and responsible document sharing. Short-take CLE 
products and AI topics tailored to specific practice areas could also be effective. Education 
efforts could involve the Texas Access to Justice Commission (“ATJ”), the State Bar, pro 
bono groups, and other organizations, with resources provided on the State Bar website. 

• A toolkit should be created, focusing on AI and cybersecurity more broadly, written in plain 
language, and maintained by the State Bar. 

Executive Summary 
The Taskforce for Responsible AI in the Law held an AI Summit in Austin at the Law Center on 
February 26, 2024. Members of the Taskforce moderated sessions on several issues identified by 
the Taskforce as important to lawyers in addressing the risks and opportunities presented by AI and 
generative AI. Topics included ethical use of AI, addressing AI through legal education, 
cybersecurity and privacy concerns, use of AI in the courtroom, and AI and access to justice. The 
Taskforce invited stakeholders from across the legal community to attend the discussion. The group 
of approximately 40 attendees included Supreme Court Senior Justice Lehrmann, Rules Attorney 
Nina Hsu, representatives from several Texas Law Schools, a representative from Texas Health 
Resources, and representatives from State Bar Committees including the CLE Committee, the 
Court Rules Committee, and the Law Practice Management Committee.  

Ethical and Privacy Concerns 
The AI Summit discussion focused on how the existing ethics rules apply to AI, and whether the 
existing rules are adequate in providing guidance to attorneys on how to use AI ethically. The group 
also considered whether additional ethics rules are necessary to provide attorneys with guidance 
and to protect clients. 

The AI Summit attendees discussed AI broadly instead of focusing only on Generative AI. The AI 
Summit attendees noted that AI has become so pervasive in most technology applications that it is 
not feasible for attorneys to eliminate the use of AI, even if that were desirable. It would therefore 
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not be feasible for an attorney to effectively represent a client without in some way making use of 
AI. 

The AI Summit attendees also noted that ethical and effective representation of a client might 
require not using AI in some situations and using it judiciously in other situations. The possibility 
exists that as AI, particularly generative AI, becomes more pervasive, failing to utilize this 
technology might be unethical in that the attorney is not adequately using the tools available. 

2018 Ethics Opinion 680 requires lawyers to understand the technology they use, including cloud 
services. TRAIL’s Interim Report proposed requesting a formal ethics opinion on the use of AI by 
lawyers, including when it can be used and how to bill for its use. The discussion at the Summit 
supported this recommendation. 

An ethics committee should define due diligence for electronic services, as the level of risk varies 
among AI applications. 

Transparency in AI is expected to improve, and lawyers need to review privacy notices and terms of 
service. Debate exists on whether increasing the technology CLE requirement is necessary, as 
market forces may address the issue and lawyers learn about AI risks quickly. 

While the AI Summit discussion did not propose drafting additional ethics rules specifically 
addressing AI, the group did note that any new rules should be AI-agnostic, emphasizing the 
lawyer's responsibility for the contents of signed documents. 

AI in the Courtroom 
Discussion by the AI Summit attendees about the role of AI and generative AI tools in the courtroom 
focused on three areas: the use of AI by pro se litigants, the use of AI by attorneys, and the use of AI 
by court staff.  

Pro se litigants will likely use any available AI tools, especially if they are free and accessible. 
Courts may want to warn pro se litigants about the risks of AI and legal research, potentially through 
clerks, standing orders, or pro se and self-help centers. Concerns exist about pro se litigants 
becoming overconfident in their case due to AI-generated content. 

For attorneys using AI, Rule 13 places the burden of proof on the filer to ensure they understand 
what they are doing, while Chapters 9 and 10 of the CPRC require reasonable diligence from the 
filer. The Supreme Court's Rules Committee could clarify the rules without being specific to AI and 
generative AI. In addition to the risks inherent in using AI, there are potential benefits for attorneys. 
For instance, a free AI tool that checks citations for hallucinations could benefit good actors. 

Nearly a quarter of judges use AI, and while responsible use in drafting opinions is permissible, 
requiring disclosure of AI use is not recommended. Standing orders educating about AI are 
encouraged, but those requiring disclosure are not. 

Deep fakes and the authenticity of evidence are concerns, and Texas Rule of Evidence 901 should 
be reexamined in this context. 
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Recommendations include reviewing educational materials for judges, considering pretrial 
hearings for evidentiary challenges, and providing training on metadata. Education efforts could 
involve the ATJ, State Bar, Pro Bono Law Group, and other organizations, with resources provided on 
the State Bar website. 

AI in Legal Education 
Law schools should be encouraged to address the challenges and benefits of technology and AI in 
their curricula. AI education could be embedded in legal writing courses or offered through short 
CLE presentations. The State Bar can support law schools by clarifying what "professional 
competence" means concerning AI and offering nuts-and-bolts education for new lawyers. 

Law students need to understand the terms of use of AI services, data privacy, and the complexity 
of de-identification. 

CLEs on prompting, data privacy, and responsible document sharing could be helpful. Short-take 
CLE products and AI topics tailored to specific practice areas could also be effective. 

Real-time, AI-driven spoken communication might transform how people learn about AI. 

AI and Cybersecurity 
AI is being used to create more effective phishing emails and malware, with threat actors patiently 
collecting information before attacking. 

Continuous training is crucial for all staff members, not just attorneys. Cybersecurity issues need to 
be translated into plain language for better understanding. Solo and small firm attorneys need 
resources and toolkits, particularly regarding cyber insurance. 

The State Bar could remind attorneys about the availability of cybersecurity insurance and 
resources. Cyber insurance requires affirmative steps to protect data and may not cover all 
potential problems. 

Lawyers should understand where their data resides and take advantage of free resources for 
training and risk assessments. 

A toolkit should be created, focusing on AI and cybersecurity more broadly, written in plain 
language, and maintained by the State Bar. 

AI and Access to Justice 
The AI Summit attendees discussed the potential benefits of AI and generative AI for increasing 
access to justice. However, many attendees also expressed concern that AI and generative AI is not 
an adequate substitute for qualified legal assistance. Concerns were raised about over-reliance on 
AI and generative AI as a method of providing low-cost legal services. Some members of the group 



5 
 

proposed considering safe harbors or coverage for attorneys doing pro bono work with AI, while 
some members opposed this proposal. 

Other proposals included increasing support and funding for legal aid to serve as a testing ground 
for AI adoption and exploring the use of AI, including AI and generative AI videos, to create more 
educational and empathetic resources for pro se litigants. 
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Overview
The 2024 State Bar of Texas AI in the Practice of Law Survey was conducted 
electronically from May 2nd to May 16th. The primary purpose of the survey was to 
gather information on how Texas attorneys are using AI in the workplace.

The population for the survey was a stratified random sample of 20,000 Texas 
attorneys, based on Texas metropolitan statistical areas. Excluded were attorneys who 
have opted out of optional emails from the State Bar. The sample totaled 20,000 active 
attorneys as of December 31, 2023. 

A total of 651 members participated in the survey. With 651 respondents, there is a 
margin of error of ± 4%. This means that if 40% of the respondents answered “yes” to 
a question, we can be 95% confident that the actual proportion of the population who 
would answer “yes” to the same question is 4 percentage points lower or higher than 
40% (36% to 44%).



Respondent Demographics
Provided here are the demographics of survey respondents. Please Note: The sample 
was randomly stratified based on Texas metropolitan statistical areas. The margin or 
error is accurate for this sample as a whole. While a greater percentage of attorneys 
with more years of experience responded to the survey, which indicates some level of 
response bias, there were no significant differences in the responses regarding AI 
concerns or regulations in the population, so weighting was not necessary for this 
sample.



The following is a summary of the 2024 AI in the Practice of Law Survey. 

Most attorneys reported they do not use AI in their practice. Of the 30% that do use AI, 
there tends to be a correlation with those that work in corporate/in-house counsel, 
work in large firms, and have been licensed fewer years. 

Summary Findings

30% 30% of respondents indicated that they or 
their firm use AI in their practice.

Most notable AI tool: Chat GPT (55%)

Primary use: Legal Research (53%)

Why not used by some: Ethical Concerns 
(49%)

Primary concern: Ethical issues and misuse 
of AI (69%)

Regulation: Most attorneys think training 
and CLE in the ethical use of AI (71%) 
should be required.

Impact: A majority of attorneys believe AI 
will have an impact on the practice (72%).



Respondents were asked if they or their 
employers use AI in their practice. 30% responded 
that they do.

The occupations with the highest percent of 
attorneys using AI was Corporate/In-House 
Counsel (51%), Other law related (50%), and Law 
Faculty (50%).

AI Use
AI Use

30%

51% Corporate/In-House Counsel had the highest 
percent of that reported using AI in their 

practice.
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AI Use by Occupation



The use of AI was also reviewed based on years of experience and law firm size. Both 
expereince and firm size showed a strong correlation with AI use.

There was a decrease in the percentage that reported using AI with an increase in years 
of experience. Of the attorneys with 2 or less years of experience, 40% reported using AI, 
while 26% of attorneys who have 25 or years of experience reporting using AI.

AI use also increased with respondents that reported working in larger firm sizes. While 
20% of solo practitioners reported using AI, 55% of attorneys in firms with 60 or more 
attorneys stated they use AI.

AI Use Continued

2 or less 3 to 6 7 to 10 11 to 15 16 to 20 21 to 25 25+

40.0%
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Respondents were asked to indicate the areas of law they practice in. These responses 
were reviewed in relation to their AI use.

Business law (40%) and commercial law (34%) were the areas that had the highest 
percent reporting using AI in their practice. 

AI Use Continued

Immigration law 13 6.7%

Tax law 18 9.3%

Bankruptcy law 24 12.4%

Employment law 31 16.0%

Administrative law 35 18.0%

Criminal law 36 18.6%

Intellectual property law 40 20.6%

Family law 43 22.2%

Personal injury 45 23.2%

Real estate law 49 25.3%

Wills 49 25.3%

Other 55 28.4%

Corporate law 57 29.4%

Commercial law 65 33.5%

Business law 77 39.7%

Category Responses Category Percent



Respondents that indicated they use AI in their practice were asked which AI tools they 
use. Chat GPT was the primary tool that attorneys reported using. 

Half of all respondents that use AI selected more than one AI tool that they use. The 
average number of tools selected was 2. 

Percent of respondents that use 
more than one AI tool in their 
practice.

Average number of AI tools used 
by respondents.

250%

AI Tools

Chat GPT 107 55.2%

Other 68 35.1%

Microsoft Co Pilot 61 31.4%

Google Bard/Gemini 29 14.9%

Lexis AI 26 13.4%

Claude 18 9.3%

Casetext 14 7.2%

Practical Law Generative AI 11 5.7%

Lex Machina 5 2.6%

Category Responses Category Percent

Most notable "other" tools reported include Grammarly and Westlaw.



Legal research 103 53.4%

Drafting (pleadings 70 36.3%

Communication (correspondence 64 33.2%

Other 45 23.3%

Marketing/advertising 33 17.1%

Document Management 29 15.0%

Discovery 28 14.5%

Communication 17 8.8%

Scheduling 14 7.3%

Client intake/screening 12 6.2%

Category Responses Category Percent

Attorneys that use AI in their practice were asked how they are using it. Legal research 
(53%) is the primary way AI is used in the practice of law, followed by drafting (36%) and 
communication (33%).

How AI is Used



Why AI is not used by Some
Ethical Concerns
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Of the 67% that report they do not use AI in their 
practice, only 9% plan on using it in the next year.

The primary reasons attorneys stated they don't use AI 
include ethical concerns (49%) and because they don't 
know how (43%).



Concerns
Only 5% of respondents stated they have no concerns 
with the use of AI in the practice of law. The most 
notable concern mentioned was ethical issues and the 
misuse of AI (69%).

Ethical Issues

69%

No concerns
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Cost
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Ethical issues and misuse of AI
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Regulation
With a majority of attorneys reporting some level of 
concern with the use of AI in the practice of law, it 
makes sense that 71% of respondents think that training 
and CLE in the ethical use of AI should be required.

Requires Training 
and CLE

71%

Require training and CLE in the ethical use of AI 455 71.4%

Require disclosure of the use of AI in court filings 360 56.5%

Require disclosure of the use of AI to clients 322 50.5%

Require policies regarding the benefits and risks
associated with the use of AI 298 46.8%

Other 78 12.2%

No regulation 62 9.7%

Category
Responses

Category
Percent



Impact on the Profession

A majority of all attorneys reported that they think AI 
would have a major impact on the practice of law. 

Impact

72%

Respondents were asked to rank the level of impact they 
think AI would have on the profession. They were 
provided with a scale of 1 to 5 (1 being no impact and 5 
being major impact). A response of 4 or 5 was used here 
to denote "impact."
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